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• Critical Embedded Systems (CES) 
• Common in domains like automotive, space, railway, avionics, etc.
• Increasingly rely on Artificial Intelligence (AI) for many cutting edge functionalies
• Must undergo certification/qualification

• AI at odds with functional safety certification/qualification processes

How to reconcile AI nature and certification/qualification needs of CES?

Scope
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• Usual V-model

Safety-related Systems Development Process
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Usual V-model

Safety goals 
specification

Safety reqs
specification

Architectural 
design

Unit design + 
implem. Unit testing

Integration 
and testing

Requirements 
testing

Full system 
testing

Precise and unambiguous requirements

• HW: admits failure rates due to random faults
• SW: fully deterministic. Cannot fail

Control SW: 
• Data is abstracted (name, source, but not its values)
• Algorithm is “data-independent” (defined independently 

of how the data looks like) Code (SW) designed 
without a single 

experiment

Data used only for testing purposes: 
PASS/FAIL tests, diagnostics, quality 

assessment

NO DATA USED TO DESIGN 
THE SYSTEM

DATA USED ONLY FOR 
TESTING

But data does not determine 
the design of the system



• AI-related challenges

Safety-related Systems Development Process
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Safety goals 
specification

Safety reqs
specification

Architectural 
design

Unit design + 
implem. Unit testing

Integration 
and testing

Requirements 
testing

Full system 
testing

Precise and unambiguous requirements

• HW: admits failure rates due to random faults
• SW: no longer deterministic. Can deliver 

erroneous output

Data-defined SW: 
• Algorithm behavior is determined by actual data

(e.g., weights of a DNN)
• Algorithm is fully “data-dependent”

Challenges to define relevant data for 
testing:
• Cannot be exhaustive
• Equivalence classes
• Operation modes cannot be 

enumerated deterministically
• Etc.

Moreover, independence 
between training and test data 

must be proven

Code (SW) designed mostly 
based on experiments

DATA DETERMINES SYSTEM DESIGN



• GOAL 1: Devise new DL components providing 
explainability and traceability by design

• GOAL 2: Adapt software safety life cycle steps 
and the architecture of solutions based on DL 
components so that certification is viable

SAFEXPLAIN
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