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Introduction to EdgeAI-Trust

EdgeAI-Trust “Decentralized Edge Intelligence: Advancing Trust, Safety, and Sustainability in Europe” project has received funding from 
Chips Joint Undertaking (Chips JU) under grant agreement No 101139892. The Chips JU receives support from the European Union’s Horizon 
Europe research and innovation program and national authorities.



Introduction
• Need

• Rapid evolution of AI,ML, and edge technologies 
• Need for improved infrastructure, tools, and solutions, 

particularly for large-scale AI applications that 
require enhanced edge learning 

• EdgeAI-Trust
• aims to develop a domain-independent AI 

architecture, along with hardware and software 
solutions, that will support these AI advancements. 

• Seeks to increase acceptance and trust in AI 
solutions, benefiting multiple sectors. 
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WPs and SCs

EdgeAI-Trust matrix structure of WPs and SCs.



Decentralized edge AI systems

EdgeAI-Trust “Decentralized Edge Intelligence: Advancing Trust, Safety, and Sustainability in Europe” project has received funding from 
Chips Joint Undertaking (Chips JU) under grant agreement No 101139892. The Chips JU receives support from the European Union’s Horizon 
Europe research and innovation program and national authorities.



Decentralized edge AI systems

• Design a comprehensive, modular AI architecture capable of operating seamlessly on edge devices 
across multiple domains and applications

• The resulting decentralised edge AI architecture will be domain-independent, providing scalability, efficiency 
and flexibility for different applications and environments

• Develop AI architectures that incorporate features such as explainability, interpretability, traceability 
and the use of AI ensembles. 

• Minimise the risk of failure during construction, improve observability and controllability, and provide support 
for safety measures to enable the construction of safety cases

• Subtasks. 
• Research & Analysis: Investigate current edgeAI architectures to understand strengths, weaknesses and areas 

for improvement. Studying domain-specific edgeAI solutions to identify common patterns and requirements.
• Modularity Design: Create an AI architecture design that emphasises modularity, allowing for easy integration 

and modification of components based on specific domain needs.
• Efficiency & Scalability: Optimise the architecture for efficient resource utilisation, ensuring scalability as more 

edge devices or more complex AI models are added.
• Interoperability: Ensure that the designed architecture can communicate and operate with different software, 

hardware and network protocols, enabling a wide range of applications.



Proposed Architecture
• The proposed modular AI architecture covers 3 main areas:

• System Structure (left) components cover the compute continuum determining the computations 
performed in the cloud, edge, and device. It defines data flow and the edge2cloud orchestration.

• AI subsystem organization (right) components cover the AI subsystem organization with focus on 
the decentralized AI approach and the usage of blockchain technologies.

• Technological system (center top) covers 
• the metrics to assess the proposed solution like AI safety, security, energy and performance; 
• the V&V and testing (VV&T) solutions to support the fulfillment of requirements sent on those metrics. 
• the software and hardware components to implement the solution.

• The instantiation (center bottom) of the proposed architecture requires realizing these 
areas as described later in this document for the different DEM. 
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Applying reference safety architecture 
patterns 

EdgeAI-Trust “Decentralized Edge Intelligence: Advancing Trust, Safety, and Sustainability in Europe” project has received funding from 
Chips Joint Undertaking (Chips JU) under grant agreement No 101139892. The Chips JU receives support from the European Union’s Horizon 
Europe research and innovation program and national authorities.



Technological System
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• For the realization of the technological components of our 
decentralized AI architecture, we build on an approach 
created for centralized AI and safety that was developed as 
part of the SAFEXPLAIN project [AAY24]. 

• We extend it to cover decentralized AI and several 
nonfunctional metrics. 

[AAY24] Jaume Abella (BSC), Irune Agirre (IKR), Irune Yarza (IKR). SAFEXPLAIN Project D2.2 DL safety 
 architectural patterns and platform. 2024 [link] 

MSD = Monitoring, Supervision, and Decision 

https://safexplain.eu/wp-content/uploads/2022/11/D2.2-DL-safety-architectural-patterns-and-platform.pdf


Approach \1
• AI-related (blue) subsystem: 

• It encompasses all AI-related components. 
• Monitoring, Supervision, and Decision (MSD) components in this subsystem handle more 

AI-specific features and hence are naturally “closer” to the AI function
• Redundancy element (RED): 

• Several redundant copies (R0, R1, and R2) of the same AI functionality to cover different NFR. 
• Redundant copies can given inputs after they are filtered (F0, F1, and F2) for instance to increase 

model robustness or to realize redundancy with lower cost than full replication.
• L1 Diagnosis & Monitoring element (L1DM)

• Complements RED to detect (functioning) 
runtime errors in any NFR or model 
insufficiencies w.r.t. any metric. 

• Supervision element: 
• It focuses on input and outputs of the AI 

component. 
• Decision function element: 

• Combines the output of the several redundant 
copies of the AI component and information 
from the L1DM & supervision elements. 
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Approach \2
• Non-AI-related (green) subsystem: 

• It implements part of the functionality of the application that is non-AI related
• It encompasses MSD components present in traditional (i.e. not necessarily AI) systems. 
• These MSD handle generic monitoring, supervision, and decision logic according to 

consolidated safety standards.
• L2DM:

• it collects information from the elements in the non-AI subsystem, i.e. the non-AI subsystem 
component; the safety control component; non-AI inputs; and the L1DM

• It manages errors related to SW violating their deadlines, or providing invalid outputs (out of range)

• L3DM:
• Following traditional functional safety 

practices, it implements DM on an external 
device (watchdog) 

• Safety Control
• Preserves safe operation of the overall system, 

e.g., orchestrating errors reported by the 
components and taking system level decisions
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Approach \3
• Data

• It sets no constraints on the means and formats of communication to exchange data.
• Assurance level

• It is not bound to any particular safety or security assurance level
• or any other metric that has its criticality stipulated in the applicable standards.

• Mapping: 
• The architecture itself sets no constraints on whether a component is mapped to the cloud/edge/device
• In fact, the functionality of an MSD module can be split into several of these levels. 
• It is rather the timing requirements of the monitoring (control) loops the ones affecting this decision. 

• For instance, it is natural that the DM components in the AI-subsystem are placed in the same HW component where the AI-
subsystem component is executed.

• Metrics 
• In every MSD module several metrics can be checked/assessed against specific values.

• Complexity
• The complexity of each MSD module depends on the particular instantiation and its particular needs for the 

different functional metrics
• On one extreme of the spectrum, the MSD module can be left either empty or include basic quality measures when the 

requirements on nonfunctional metrics are low.
• On the other extreme, for those systems to be safety and security compliant according to specific standards, MSD modules will 

follow a compliant design. 
• In fact, it is worth noting that the proposed architecture emanates from the SAFEXPLAIN project that was designed to be compliant with ISO 

26262 and ISO 21448 (aka SOTIF) standards.
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Thank you

EdgeAI-Trust “Decentralized Edge Intelligence: Advancing Trust, Safety, and Sustainability in Europe” project has received funding from 
Chips Joint Undertaking (Chips JU) under grant agreement No 101139892. The Chips JU receives support from the European Union’s Horizon 
Europe research and innovation program and national authorities.
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